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¢Puede una conversacion digital alterar nuestra percepcion de la realidad?

Lallegadadelainteligenciaartificial generativa ha cambiado la forma en que buscamos informacién,
trabajamosy, cada vez mas, como nos relacionamos. Sin embargo, o que comenzéd como una herramienta
de productividad estd mostrando una faceta preocupante: psiquiatrasy especialistas en salud mental han
comenzado areportar casos donde €l uso obsesivo de chatbots podria estar vinculado a episodios de psicosis
o0 desprendimiento de la realidad.

Lacapacidad de estas | As para sSimular empatiay mantener conversaciones coherentes durante horas esta
creando un “espgo digital” que, en manos de personas con predisposiciones previas 0 en momentos de
extrema soledad, puede resultar peligroso.

El fenédmeno de la antropomorfizacion extrema

El principal riesgo detectado por |os especialistas no es latecnologia en si, sino latendencia humana a
asignar cualidades humanas (sentimientos, conciencia, intenciones) alos algoritmos.

Para una persona que atraviesa unacrisis, un chatbot que siempre responde de forma afirmativa o que “sigue
la corriente” puede validar ideas fuera de larealidad, alimentando cuadros de paranoia 0 psicosis.

El chatbot no juzga, no se cansay siempre esta disponible. Esto puede llevar a que €l usuario sustituya el
contacto humano real por lainteraccion digital, perdiendo las “anclas’ que nos mantienen conectados a
mundo fisico y social.
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El riesgo dela* Céamara de Eco” emocional

A diferencia de un terapeuta humano, que esta entrenado para confrontar ideas dafiinas o detectar sefiales de
alarma, lalA esta disefiada para ser complacientey Util. Si un usuario entra en un bucle de pensamientos
obsesivos, lalA, a intentar ser coherente con la conversacion, puede profundizar ese bucle sin medir las
consecuencias psiquicas.

Expertos de instituciones internacional es mencionan que ya se han registrado casos de usuarios que
desarrollan una dependencia emocional profunda, Ilegando a creer que lalA tiene una“conexion espiritual”
con ellos 0 que es una entidad con vida propia, o que puede desencadenar brotes psicoticos.

Recomendaciones de los especialistas

La comunidad médica no pide prohibir latecnologia, pero si establecer limites claros:

1. Conscienciade laherramienta: Recordar constantemente que se esta interactuando con un modelo
matematico, no con una conciencia.

2. Tiempo de uso: Limitar las sesiones de interaccion con | As, especialmente durante lanoche o en
momentos de vulnerabilidad emocional.

3. Supervision profesional: Nunca utilizar un chatbot como sustituto de un tratamiento psiquiatrico o
psicoldgico. Si se detectan pensamientos intrusivos o confusién entre larealidad y lacharlacon lalA,
se debe buscar ayuda humana de inmediato.
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