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La herramienta, cuyo nombre es Proyecto Artemis, esta disefiada para detectar “ patrones de
comunicacion” en las conversaciones de menores con otras personas.

El gigante informético estadounidense Microsoft aseguré haber creado un sistema automatizado para
detectar de manera exitosa a depredadores sexual es que intenten engatusar a nifios por medio de internet.

El Proyecto Artemis fue desarrollado por The Meet Group, Roblox, Kik y Thorn, y esta disefiado para
detectar “patrones de comunicacion” en las conversaciones entre menores de edad y otras personas en la red.
De esta manera, €l sistema calificala probabilidad de que uno de los participantes de aguél intercambio de
pal abras esté intentando abusar del otro de alguna manera.

No hay nada confirmado en un 100%, pero todo parece indicar que lainiciativa se introduciraen Skypey en
otras apps de comunicacion de Microsoft. Lo que si sabemos, por |0 menos de momento, es que aquellas
empresas que implementen el sistema pueden establecer un sistema de puntgjes, en €l cual las
conversaciones marcadas podrén enviarse a un moderador humano para su revision.

Proteccion automatizada

L a herramienta estara disponible de forma gratuita para empresas que ofrezcan servicios de mensgjeria
instantanea a través de Thorn, organizacion sin fines de lucro que desarrolla productos para proteger a nifios
de eventual es abusos sexuales en linea.

Como es evidente, este sistema también proporcionaria més informacion sobre como operan los pedofilos en
Internet, todo con laintencién de detenerlosy entregarlos alajusticia de manera més eficiente y efectiva.
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Unaidea en 2018

Artemis fue creado en noviembre de 2018 en una de la 360 Cross Industry Hackathon de Microsoft. “La
explotacion infantil en linea es un crimen horrible que requiere un esfuerzo comun por parte de todala
sociedad. Microsoft tiene un compromiso desde hace afios con la proteccion infantil en entornos online. En
primer lugar, como empresa de tecnologia, tenemos la responsabilidad de crear software, dispositivosy
servicios que tengan caracteristicas de seguridad integradas desde el principio”, dijeron desde Microsoft en
esa oportunidad.

“Por eso creemos que debemos aprovechar latecnol ogia en todos nuestros servicios para detectar,
interrumpir y denunciar contenido ilegal, incluida la explotacion sexual infantil”, afiadio la empresa.

L os servicios que quieran probar este nuevo sistema pueden contactar a Thorn de manera directaen
antigrooming@thorn.org [1].
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